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• Editable CAD representation;
• Clean geometry from priors of man-made environments;
• Compact, easy for content sharing and transmission;
• High-level structuralized features, as opposed to local corner 

features such as SIFT or line segments;
• Now possible with recent advances in deep learning.

Why Wireframe?
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Wireframe Representation

Our representation of wireframes is based 
on the notation from graph theory:
• Let 𝑊 = (𝑉, 𝐸) be a wireframe;
• 𝑉 is the set of junction indices;
• 𝐸 ⊆ 𝑉×𝑉 is the set of lines;
• For each ∀𝑖 ∈ 𝑉:
– 𝒑/ represents its coordinate;
– 𝒛/ represents its depth;
– 𝒕/ ∈ {𝐶, 𝑇} represents its type.

Applications
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Results on Our Synthetic SceneCity Urban 3D (SU3) DatasetMethods
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Results on the Real-world Wireframe Dataset
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Synthetic SceneCity Urban 3D (SU3) Dataset Real-world 3D Wireframe Dataset
23,000 images rendered with procedural generated cities. 200 images from MegaDepth [1] with human-labelled wireframes.

(a) Augmented Reality          (b) CAD Reconstruction                (c) 3D Editing


